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In the past few decades, machine learning has revolutionized data processing for 
large-scale applications. Simultaneously, increasing privacy threats in trending 
applications led to the redesign of classical data training models. In particular, 
classical machine learning involves centralized data training, where the data is 
gathered, and the entire training process executes at the central server.  Industry 
4.0 allows the appearance of Internet of Things-based transactive energy system 
(IoTES) that involves new services with a number of independent distributed 
systems. These systems produce bulk data that is heterogeneous and they are prone 
to cyber-attacks, especially stealthy false data injection attacks (FDIAs). Lossy 
networks (RPL) security, intrusion detection (ID) is crucial in this area using 
SSL/TIS, considering that it is highly vulnerable to attacks, especially those 
executed by an insider. Although a lot of literature suggests the use of ID systems 
(IDSs) by applying a variety of techniques, there is relatively little literature offering 
insight into where the IDSs fall within the RPL topology. The gap in this study will 
be bridged by aggressively comparing three ID architectures in terms of central and 
distributed location and on several dimensions, including effectiveness, cost, privacy, 
and security. The results are supported by the overwhelming contribution of 
attacker position and IDS-to-attacker distance towards the detection. Therefore, in 
addition to ascertaining the effectiveness of the old ID systems, the research also 
probes how federated learning (FL) can enhance ID in the RPL networks. The 
aspect of the decentralized model training approach in FL can overcome the effect 
of attacker position on the performance of an IDS system by making sure that 
information that is considered to be pertinent in the context of an attack is gathered 
at the node along with the IDS system, irrespective of its proximity to the potential 
attackers. In addition, the approach not only eliminates security issues, but it also 
reduces communication overhead between the ID nodes. This will mean that FL will 
lower the rate of large-scale data transfer and thereby eliminate the consequences of 
packet loss and latency that any lossy network will cause. Also, the gap filled by the 
research is the impact of local data sharing on FL performance and how it is possible 
to balance the effectiveness with security. The proposed computing method can be 
computed in parallel and allows detecting the stealthy FDIA on all the nodes 
without any failure. The simulation experiments support the suggestion that the 
scheme under consideration is superior to the state-of-the-art approaches in terms 
of detection accuracy and the complexity of computation when using a distributed 
environment and ensuring the data privacy of the messages. 
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INTRODUCTION 

Data does not occupy shared model space or shared feature space in most situations compared to how they 

are in the horizontal and vertical cases of the FLs. Consequently, this lack of data markers and value-

deprived data can be considered the most important challenge in the concerned situation. It is great because 

transfer learning (TL) enables you to carry information from one domain (the source domain) to another 

one of learning preferences (the target domain) to enhance your learning results [1, 2]. This way, [2] has 

proposed FTL as a method to have a high perspective on FL that can be used with shared parties with light 

intersections. It is the first FL stack, which entails training, evaluation, as well as cross-validation, which is 

grounded on transfer learning. More so, the neural networks in this frame using the additive homomorphic 

encryption technology cannot necessarily evade confidentiality leakage alone, though they provide 

comparable accuracy to the non-confidentiality-saving techniques. However, the issue remains 

communication proficiency [3, 4]. Consequently, in [5] strive hard to improve FTL. As an alternative to 

HE, they employed the secret sharing technology in order to save on overheads without a loss in accuracy. 

It could also be used to block rogue Servers. They assume that the model is semi-honest in the previous 

work. As an actual example, [6, 7] constructed a FedHealth system, which applies FL in collecting data 

from numerous organizations and subsequently uses transfer learning to give personalized healthcare 

services. Some data on the diseases diagnosed and treatment of one infirmary can be transferred to another 

infirmary in order to support the examination of other diseases with the use of FTL. The FTL research is 

continuing to be in its initial phases; hence, there is a huge opportunity to make it more versatile with 

different data structures [8, 9]. FL introduces new avenues for AI research. FL is a revolutionary training 

strategy for developing tailored models that do not compromise user privacy. The computational resources 

of client gadgets have become increasingly powerful with the introduction of AI chipsets [10, 11]. Likewise, 

the training of AI models moves away from the central server and toward the terminal devices. FL is a 

confidential-protection method that successfully uses terminal instrument processing competencies to train 

the model, preventing private data from being visible through data transmission. Since there are many 

mobile devices and devices in various domains, there are plenty of exceptional dataset resources that FL can 

completely exploit [12. 13]. 

 

𝑀𝐶𝐶 =  
𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁)

√((𝑇𝑃 + 𝐹𝑃) ∗ (𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑁))
                     Eq (1) 

f = −Ex∼pdata [log pmodel(x)]      Eq (2) 

 

f(x,y,w) = − log p(y|x;w)       Eq (3) 

 

minw∈ Rd f(w) = K ∑ k=1 nk n Fk(w)     Eq (4) 
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Table 1: Analysis of Numerous ML algorithms implemented with Federated Learning 

Ref Approaches Dataset 
Assessment 

Metrics 
Limitations 

[14, 15] 
 

YOLO, Faster R-

CNN 

900 images engendered from 26 

street cameras and 7 object 

[42,43] 

Interaction Over 

Union (IOU), 

Mean Average 

Precision (mAP) 

Limited to just one 

benchmark on the datasets 

used in their study 

[16, 17] 

CNN 
MindBigData dataset 

(Electroencephalography (EEG)) 
Accuracy 

protected multi-party 

computation 

and differential 

confidentiality was not used 

in this study 

[18, 19] 

FedMA (Deep 

CNN and LSTM) 
Shakespeare dataset over Accuracy, Epoch 

Lesser deep learning building 

blocks were used in this 

study. FedMA fault tolerance 

and fewer datasets were not 

considered in this study. 

[20, 21] 

FedMA (Deep 

CNN and LSTM) 
Shakespeare dataset over Accuracy, Epoch 

Lesser deep learning building 

blocks were used in this 

study. FedMA fault tolerance 

and fewer datasets were not 

considered in this study. 

[22, 23] 

FedAVG 
MNIST dataset, MIMIC-III 

dataset 

AUROC, F1-

score, Precision 

recall 

Real-life medical data with 

multiple institutions were 

not considered 

[24, 25] 
FedBoost, 

AFLBoost 
Synthetic dataset - 

The study proposed 

performance algorithm was 

not evaluated 

[26, 27] 

SVM MNIST dataset AoU 

Only one ML algorithm was 

considered in this study. The 

proposed system has low 

complexity 

[28, 29] 
U-net of DCNN BraTS 2017 Precision 

Low datasets were used in 

this study 

[30, 31] Deep-Q-

Reinforcement 

Learning 

Ensemble based 

on Spectral 

Clustering called 

DQRE-SCnet 

MNIST, Fashion MNIST, and 

CIFAR-10 

Accuracy, AUC, 

Recall, Kappa, 

Run time 

The study had high 

computation time and high 

complexity for any dataset 

[32, 33] 

CNN channel data 
Accuracy, 

complexity order 

Compression techniques and 

scheduling time was not 

considered in the study 
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We no longer use the amount of information as the subject of our attention, due to the appearance of big 

data [34]. The problem of data privacy and security has to be dealt with. Data leakage can never be taken 

lightly and society has been more concerned with the safety of data [35]. People, groups, and society are 

trying to enhance data protection and privacy safety. The GDPR [36, 37] aims to preserve the privacy and 

data safety of consumers, like the EU implementation of the Wide-ranging Data Fortification Guidelines 

on 25 May 2018. This necessitates the operators to declare user agreements correctly and they can not 

deceive and trick the user into waiving off their privacy rights. Training the model in the absence of 

authorisation by the handler was also prohibited for the operators. It also allows the deletion of the personal 

information of the user [38, 39] and the Wide-ranging Values of the Civil Law of the PPC [40, 41] have 

since 2017 mirrored that network handlers are not permitted to divulge, tamper with, or delete the 

individual statistics collected by them. Figure 1 shows the generalized Framework for Federated learning. 

The very small transactions involved in data transfers use a third party to ensure that the contract that is 

to be entered into gives the dimensions of the amount and type of data to be exchanged, as well as what 

should be done in terms of fortification of the data. The implementation of these regulations and procedures 

has created more challenges to the normal data processing mode of AI to a greater extent [42, 43]. The 

backbone of artificial intelligence is data, and thus, a training model cannot develop without data. 

Alternatively, data is widely located in the form of data islands. A simple solution to the data islands is the 

processing of data in a centralized manner. Data processing techniques include centralized data collection, 

standardized processing, data cleaning and modelling. The majority of the time, the data exudes during the 

collection and conversion processes [44].  

 
Figure 1: Generalized Framework for Federated learning [45] 
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1.1  Applicable ML methods for FL 

MCC is widely used for accuracy calculation rate in FL, while significant advancements have been made in 

cybersecurity technologies and legal frameworks [46]. Additionally, the legal frameworks intended to 

protect consumer data often lag behind technological advancements, creating regulatory gaps that attackers 

exploit. Ethical concerns, particularly regarding the misuse of surveillance technologies, further highlight 

the limitations of current approaches [47].  

1.2 Linear methods 
 

There are three types of linear models: linear regression, ridge regression, and lasso regression. Suggested 
using a federated environment to train a linear model, which addresses the security concern of entity 
analysis and accomplishes the equivalent accuracy as the non-private alternative. Created the highest 
performing ridge regression system using homomorphic encoding [48]. The linear method is 
straightforward to apply in comparison to other models, and it is a good model for adopting FL [49]. 
 
1.3 Tree models 
Single or multiple decision trees (DT), for instance, gradient boosting decision trees and random forests 
(RF), may be trained via federated learning. The Gradient Boosting Decision Tree (GBDT) method has 
attracted a lot of consideration lately, owing to its excellent performance in a variety of classification and 
regression applications. For the first time, [50] used the GBDT confidentiality fortification system in 
regression and binary classification tasks. To avoid the leak of user data privacy, the system securely 
combines regression trees learned by multiple data owners into a group [51]. Presented the SecureBoost 
framework, which allows users to create an FL system by training the gradient lifting DT model for 
horizontal and vertical partition data [52, 53]. 
 
1.4 Neural network (NN) models 
The NN model is a prominent ML method right now, and it seeks to train neural networks to do complicated 
tasks. Deep neural network research is becoming further prevalent in the federal context. Drones may help 
with a wide range of tasks, including trajectory planning, target identification, and target localization. The 
UAV (Unmanned Aerial Vehicle) group typically trains the model through DL to provide more efficient 
services, but owing to the absence of an unceasing linking between the UAV group and the ground base 
station, the federal training technique cannot produce the UAV’s real-time performance [54, 55] were the 
foremost to apply a distributed FL approach to a UAV group, improve federated learning convergence 
speed, and perform joint power allocation and scheduling. The principal UAV recaps the local flight method 
taught by the other UAVs to develop the comprehensive flight method, which is then delivered to the other 
UAVs over the intra-group network. [56] used TensorFlow to create a scalable FL system for mobile 
devices that can train a large quantity of distributed data models. To accomplish priority applications 
incorporating data, set up a federated DL system built on data division [57, 58]. In addition to corporate 
data applications, traffic flow data in government affairs big data regularly includes a significant amount of 
user confidentiality. Recommend a clustering FedGRU technique that incorporates the ideal comprehensive 
method and captures the Spatio-temporal correlation of traffic flow data more precisely by combining GRU 
(Gated Recurrent Unit) NN for traffic flow forecasting with FL. Experiments on actual data sets reveal that 
it outperforms non-federated learning approaches significantly [59, 60]. 
 
2. Related Work 
 
Data poisoning attacks can be divided into methods such as label flipping, target optimization, gradient 
optimization, and clean labeling based on technical implementation methods. Data poisoning by directly 
modifying the label information of the training data of the target category, while the characteristics of the 
data remain unchanged. Attackers can poison data by modifying data and data labels. Train a softmax 
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classifier across ten honest clients, each holding a single-digit partition of the original ten-digit MNIST 
dataset. Attackers achieve data poisoning attack goals by manipulating data labels, such as deliberately 
labeling the number [61, 62].  Figure 2 elaborates on the Data Poisoning Security attacks under the FL 
model. 
 

 
Figure 2: Data Poisoning Security attacks under the FL model [63] 

Table 2 represents the analysis of Numerous ML algorithms implemented with Federated Learning. In 
realistic scenarios, the latency of inferring directly from participants is much lower than predicting in the 
cloud and then transferring to participants. The implementation of FL in mobile edge networks accelerates 
content delivery and improves mobile service quality by reducing unnecessary system communication load 
[64]. The model inference is completed locally without a cloud round-trip that avoids propagation delay 
caused by transferring data, and thus, latency-sensitive applications can benefit from such a solution [65, 
66].  The following are common assumptions used in the convergence analysis of Federated Learning 
optimization algorithms. Figure 3 below shows the Attack mitigation using the FL model. 
 
Table 2: Analysis of Numerous ML algorithms implemented with Federated Learning.  

Ref Approaches Dataset Assessment Metrics Limitations 

 
 
 

 
[67, 68] 

CNN local Datasets RMSE, NMSE 

Compression-centered 
approaches for both training 

data 
and the approach constraints to 

additionally decrease the 
communication 

overhead was not considered 

[69, 70] Local policy, 
global policy, 
learning idea 

TCP CUBIC streams 
Loss comparison, 

throughput, 
Time complexity was not 
considered in this study 

[71, 72] Federated 
Averaging 
(Federated 

CIFG) 

7.5 billion sentences Recall 
The time complexity and 

accuracy were not considered 

[73, 74] 
CNN Fashion MNIST 

Accuracy, weight values, 
time 

The system was not robust 
enough to prevention from 

attackers 
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Figure 3: Attack mitigation using FL model [75] 

 

3. Machine Learning Based Techniques for Countermeasure 

3.1 Federated Learning 

The general framework of FL consists of multiple clients and a cloud server, where each client downloads 

a shared global model from the cloud server for the local training of data. Afterward, all of the clients 

periodically forward their locally trained models to the cloud server. The cloud server performs a global 

average and aggregates the improved global model to the clients. This communication between the clients 

and the cloud server (usually known as a communication round) is continuously repeated until the desired 

convergence level is achieved. The data distribution among clients in FL further classifies it into three 

categories; Horizontal Federated Learning (HFL), Vertical Federated Learning (VFL), and Federated 

Transfer Learning (FTL). Below, we define a general framework from security perspectives: In ML, the 

goal is to find a model for the training data that minimizes a loss function f that defines how our learned 

model distribution differs from the empirical distribution. 

Lipschitz Objective Function (LOF): f (x) is β -Lipschitz continuous if there exists 

β≥ 0 such that for all x1,x2 ∈ Rd 

| f (x1)−  f (x2)|≤ β   x1 − x2  .       Eq (5) 

Smooth Objective Function (SOF): f (x) is L-smooth if f (x) has L-Lipchitz continuous gradient, i.e., for 

all x1,x2,  Rd, 

∇ f (x1)−∇ f (x2)  ≤ L  x1 − x2              Eq (6) 
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· 

Strongly Convex Objective Function (SCOF): f (x) is µ- strongly convex if there exists µ≥ 0 such that 

for all x1,x2, Rd,f (x1) ≥ f (x2)+(x1 − x2)T∇ f (x2)+ µ 

f (x1) ≥ f (x2)+(x1 − x2)T∇ f (x2                Eq (7) 

Coercive Function (CF): f (x) is coercive if lim  x  →∞ f (x) → ∞. 

Figure 4 represents the predictive Framework based on Federated learning. Bounded Variance (BV): The 

variance of each stochastic gradient ∇ fi(x;ξ ) is bounded if there exists σ∈  R, such that. 

E  ∇ fi(x;ξ )−∇ fi(x)  2 ≤2,                        Eq (8) 

 
Figure 4: Predictive Framework based on Federated learning  

where fi(t) denotes the local objective function of the i-th client, x is the current model parameter 
and is the data sampled in the current round of local training. In the above assumptions, LOF, 
SOF, and LH describe the smoothness of the objective function. SCOF and COF characterize the 
convexity of objective functions. CF ensures that the objective function has a global minimum. BG, 
BV, and BGD capture the properties of gradients. These gaps underscore the need for a more 
integrated approach that addresses technological, legal, and ethical dimensions. The Proposed 
Technique works based on below Algorithm:  
Naive Bayes is a fast machine learning model that is based on Bayes’ theorem. This predicts the 
probability of a query belonging to a certain class, like malicious or normal, by looking at the 
various features of the data. It works well when features are independent of each other. 
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            𝑃(𝑐|𝑥) =  
𝑃(𝑋|𝐶).𝑃(𝐶)

𝑃(𝑋)
                                 Eq (9) 

P (C|X):  The probability that which query belongs to the class C malicious. 

P (X|C):   This is the likelihood that the data of X is given to class C. 

P (C):       This prior probability of the class C is a common class. 

P (X):       This is the total probability of the data X. 

This model is used for baseline because it works fast and is easy to implement. It works well with simple 
and structured data. A decision tree is a model that splits data based on maximum information gain. Pruning 
techniques were applied to reduce over-fitting.  

Algorithm 1: Framework for Federated Learning 

 

Gini (t) = 1 - ∑ 𝑝2

𝑖

𝑘
𝑖−1                        Eq (10) 

t. This is a specific node in the decision tree. 

 k. The classes of malicious queries in the SQL injection detection. 

 𝑝𝑖 . The proportion of the elements belonging to class I in the node T. 
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Figure 5. Machine Learning Architecture for FL 

Algorithm 2: Federated Learning Algorithm for FedAvg 
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We optimized the support vector machine (SVM) with a Radial Basis function kernel for non-linear 

classification. Hyperparameters C regularization parameter and γ kernel coefficient, were fine-
tuned using the grid search strategy to achieve the optimal performance. The SVM decision 
function: 

               𝑓(𝑥) = 𝑤𝑇 𝑥 + 𝑏       Eq (11) 

W is the weight of the vector. X represents the feature of a vector as an input sample. b is the bias 
term. An ensemble model combining 1,000 decision trees with each tree trained on the 
bootstrapped samples. An important feature analysis was conducted to optimize the feature 
selection. A deep neural network with hidden layers, each containing 256 neurons. The dropout 
and batch normalization were used to prevent overfitting and accelerate convergence.  

                        f(x) = max(0, x)  (ReLU)               Eq (12) 

 

Figure 6. The training process of the FedUB algorithm. 

The stacked ensemble combines ANN’s nonlinear learning capacity and SVM’s decision boundaries. The 
ANN outputs are fed into the SVM classifier to refine the prediction. Hyperparameter tuning was performed 
for both components. While the cryptography techniques, such as homomorphic encryption and secure 
multi-party computation (SMC), are widely used in the existing literature of privacy-preserving FL 
algorithms. In particular, each client encrypts the update before uploading it to the cloud server, where the 
cloud server decrypts these updates to obtain a new global model [25]. However, these techniques are 
vulnerable to inference attacks because each client has to share the gradients accessible to the adversaries. 
Applying cryptography techniques to the FL systems can also result in major computation overhead, due 
to the extra operations of encryption and decryption. By examining the memory for suspicious processes 
and DLLs used also the APIs used for call making, the examiner can find important artifacts related to any 

http://amresearchreview.com/index.php/Journal/about


 

 

http://amresearchreview.com/index.php/Journal/about 

Volume 3, Issue 7 (2025) 

387  

malware. The main techniques used for the analysis of memory are memory injections and uncovering the 
persistence mechanism of any malware. As remote work becomes more common, VPNs are a lifeline for 
businesses, allowing employees to securely access company networks from anywhere. VPNs create a safe 
connection over the internet, ensuring that remote workers can access crucial resources without 
compromising security. Whether employees are working from home or different locations, VPNs ensure 
they can access company databases and applications securely, even on public Wi-Fi networks [26, 27]. 
Modern attackers employ sophisticated techniques, such as advanced persistent threats and zero-day 
vulnerabilities, to compromise VPN connections. Future quantum computers could render current 
encryption algorithms obsolete, necessitating the development of quantum-resistant protocols. Balancing 
robust encryption with minimal latency remains a challenge, particularly for high-traffic environments. 
Considering the figure below represents the two modes of Network Security Protocols, (a) Transport mode. 

4. Evaluation Metrics: 

The accuracy measures the proportion of the correctly classified instances, both true positives and true 
negatives, out of all instances. The accuracy is defined as: 

                      𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   Eq (13) 

TP: True positives where malicious queries are correctly classified as malicious. 

TN: True Negative, which benign queries are correctly classified as benign. 

FP: False positive, which benign queries incorrectly classified as malicious. 

FN: False Negatives which malicious queries are incorrectly classified as benign.  

The precision calculates how many predicted positive instances were positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
       Eq (14) 

Recall measures the model’s ability to identify the actual positive instances.                       

              𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      Eq (15) 

The F1 Score is the harmonic mean of the Precision and Recall, Which provides a single metric to balance 
both. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 .
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 .𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     Eq (16) 

The duration is required for the model to learn from the training dataset while The time taken to make the 
predictions on the testing dataset, is critical for real-time applications. 
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Figure 6: Convergence rates of various methods in two federated learning scenarios: training VGG-9 on 
CIFAR-10 with J = 16 clients and training LSTM with J = 66 clients. 

Leveraging artificial intelligence for real-time threat detection and adaptive security configurations. Post-
Quantum Encryption: Developing SSL/TIS protocols that resist quantum-based attacks. Edge Computing 
and IoT: Enhancing SSL/TIS compatibility with resource-constrained devices in edge networks. This study 
synthesizes insights from recent international research and practical case studies. Performance and security 
evaluations of SSL/TIS protocols were conducted using real-world scenarios, network analysis tools, and 
surveys with cybersecurity professionals. Authentication makes sure that only authorized users can connect 
to a SSL/TIS. Some SSL/TIS protocols offer stronger authentication methods to prevent unauthorized 
access and attacks like man-in-the-middle (MITM). Open SSL/TIS  and IKEv2/IPsec, for instance, provide 
multi-factor authentication, requiring users to verify their identity through something like a password or 
certificate—adding an extra layer of security. 
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Table 3 Results of Intrusion Detection based on Federated Learning Model 1st Round                                          

Classifier Set FedAvg FedProx Scaffold FedDyn FedDC FedAvg FedProx Scaffold FedDyn FedDC FedUB 

 K = 3 23.48 52.34 90.58 59.89 23.48 52.34 91.34 90.62 63.23 62.19 59.89 

CNN K = 9 17.45 54.32 90.73 54.32 17.45 54.31 91.30 90.18 56.71 57.34 54.32 
 K = 15 16.74 53.37 90.18 57.92 16.74 54.32 90.77 89.65 59.89 57.78 57.92 

 K = 3 24.64 55.79 91.87 60.21 24.64 53.37 92.49 92.08 54.32 61.28 60.21 

RNN K = 9 19.42 54.72 91.53 53.68 19.42 55.79 92.41 92.01 57.92 56.84 53.68 

 K = 15 17.16 54.32 91.07 57.97 17.16 54.72 92.19 91.98 60.21 58.92 57.97 

 

 

Figure 7: CNN The accuracy curves of various federated learning algorithms under four settings 
on CIFAR10. 

 

The simulated the number of communication rounds required for FedUB and FedBR to achieve 

the specified accuracy on the CIFAR10 and CIFAR100 datasets, with a Dirichlet coefficient of 0.1. 
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Specifically, the target accuracy was set to 0.4 for CIFAR10 and 0.3 for CIFAR100. Additionally, 

we compared the final accuracy achieved by FedUB and FedBR after 200 communication rounds 

on the CIFAR10 dataset and 400 communication rounds on the CIFAR100 dataset. The 

experimental results indicate that FedUB converges faster than FedBR in the early stages but has 

a lower final accuracy than FedBR. 

Table 4: Performance results of different federated learning algorithms on multiple data sets.  
DataSet FedAvg FedProx Scaffold FedDyn FedDC FedUB Ref 

CIFAR10-iid 0.7911 0.7887 0.8224 0.8183 0.8322 0.8338 [76] 

CIFAR10-D1 0.7794 0.7797 0.8033 0.806 0.8192 0.8236 [77] 

CIFAR10-D2 0.761 0.7665 0.7905 0.7949 0.8148 0.8217 [78] 
CIFAR10-unbalance 0.7928 0.7895 0.8154 0.8188 0.8317 0.8403 [79] 

CIFAR100-iid 0.3935 0.3921 0.4925 0.5075 0.5468 0.5426 [80] 

CIFAR100-D1 0.4058 0.4068 0.49 0.5033 0.5311 0.5271 [81] 

CIFAR100_D2 0.3982 0.4039 0.49 0.4992 0.5277 0.5171 [82] 
CIFAR100-
unbalance 

0.4029 0.4043 0.498 0.5074 0.5315 0.534 
[83] 

MNIST-iid 0.9806 0.9814 0.9845 0.9838 0.9836 0.984 [84] 

MNIST-D1 0.979 0.9789 0.984 0.9819 0.9838 0.9843 [85] 
MNIST-D2 0.9781 0.9775 0.9837 0.9828 0.9835 0.9841 [86] 

MNIST-unbalance 0.9807 0.9802 0.9833 0.9835 0.9843 0.9838 [87] 
EMNIST-iid 0.945 0.9457 0.9538 0.948 0.9555 0.9558 [88] 

EMNIST-D1 0.9418 0.9427 0.9537 0.9473 0.9541 0.9544 [89] 

Proposed 0.9807 0.9802 0.9833 0.9835 0.9843 0.9838  

 
Figure 8: The accuracy curves of various federated learning algorithms under four different settings on 

CIFAR100. 
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5. Conclusion and Recommendations 

In this article, one will find out more about federated learning technology, attack types, data poisoning 
methods, and others. Four significant issues in federated learning were revealed, such as the poor robustness 
of the situation prediction, the need for high computing resources, the weak communication efficiency, and 
the vulnerability of the system architecture. The problem of response strategies to each type of problem 
was introduced. The dynamic cybersecurity environment poses major challenges, which should be solved 
with the help of a multifaceted approach. Although technological improvements and legal systems have 
made significant progress, there are still gaps. These are manifested by the malfunctions between 
technological possibilities and the efforts of regulation and even the dilemmas of the ethics issue of the 
presence of surveillance technologies. To begin with, we chose some of the most popular encryption 
protocols and wrote down their packet structure and regular activity within a network. Secondly, our 
attention was on the information that is offered by the encryption protocols themselves. SSL/TIS protocols 
are very important for protection in modern networks, and the choice of any one will depend on its 
environment. In choosing SSL/TIS solution, organizations have to consider issues such as security 
requirements, performance requirements, network size and workforce requirements. With the ever-
changing nature of technology, research and development is crucial to stay abreast of the emerging 
challenges such as the introduction of quantum computing and the complexity of network infrastructures, 
among others. 
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