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Breast cancer is still a major worldwide health concern that requires creative methods for early diagnosis and treatment. Deep learning-driven semantic segmentation algorithms have significantly improved recent advances in imaging biomarker extraction. By combining deep learning with conventional techniques, novel algorithms like the Deep Learning Assisted Efficient RNN Algorithm have greatly enhanced early detection showing an accuracy of 99.2%. The suggested semantic segmentation methodology provides better tumor region de-lineation accuracy than traditional techniques. Furthermore, deep learning-based systems have demonstrated efficacy and precision in the diagnosis of breast cancer, which may lower death rates. The main objectives of this study is to develop and show how deep learning can revolutionize breast cancer treatment by enhancing individualized care, the precision of diagnosis, and overall patient outcomes, which can result in more potent medical therapies. This work finds the best algorithm for promoting breast cancer research and delves deeper into deep learning for pan-cancer.



















  



INTRODUCTION
The millions of new cases are identified each year, and breast cancer continues to be one of the most common and deadly illnesses impacting women worldwide [1]. Breast cancer early identification and effective treatment remain major problems despite advances in medical science and technology. Improving patient outcomes and lowering death rates need the proper diagnosis and treatment of breast cancer in its early stages. Even though they work well, traditional detection techniques like mammography and biopsy have drawbacks including false positives, invasiveness, and restricted accessibility in some areas [2].
The development of deep learning methods in recent years has opened up new avenues for the study of breast cancer. Neural networks with numerous layers are used in deep learning, a branch of artificial intelligence (AI), to model intricate patterns in big datasets. This strategy has demonstrated enormous promise in several healthcare fields, most notably in the early diagnosis, tailored therapy, and detection of breast cancer [3]. Deep learning algorithms may find minute patterns and correlations in massive volumes of data, such as genetic, imaging, and clinical records, that may go unnoticed by conventional techniques. This can result in faster and more accurate diagnoses.
To develop the most effective review, this research aims to investigate the many and inventive uses of deep learning in breast cancer diagnosis. The papers included in this review demonstrate how deep learning is revolutionizing multiple facets of breast cancer research, from improving treatment options to finding new biomarkers and improving diagnostic accuracy. Incorporating multi-omics data from extensive datasets, such as the Molecular Taxonomy of Breast Cancer International Consortium (METABRIC), is another note- worthy development that has led to a deeper comprehension of the molecular causes of breast cancer. Furthermore, combining deep learning with other cutting-edge methods like multi-modal data analysis and semantic segmentation for imaging opens up exciting new possibilities for enhancing the accuracy and customization of breast cancer treatment. The abstracts that were evaluated encompass a variety of approaches, each focusing on distinct obstacles in the identification of breast cancer, ranging from early screening to identifying tumors that are resistant to treatment.
Deep learning algorithms are becoming increasingly popular due to their superior picture identification capabilities. DL models are capable of automatically performing a quantitative evaluation of intricate medical image features and achieving more efficient and accurate diagnosis [4]. Pre-treatment decisions can be facilitated by the preoperative prediction of lymph node metastases, which can offer useful information for choosing adjuvant therapy and creating surgical plans. Because of artificial intelligence’s superior performance in image identification tasks, deep learning algorithms in particular are receiving a lot of attention. Artificial intelligence algorithms can automatically do a quantitative assessment and identify information in medical photographs that are invisible to human experts. Because deep learning algorithms are quick, accurate, and repeatable, they are frequently used in the field of image diagnosis and prediction.
There may be many different kinds of gaps in the diagnosis of breast cancer, including those of research, technology, awareness, and accessibility. The following are some possible gaps: Early Technologies of Detection: Although mammography is the most widely used method of screening for breast cancer, not all women, particularly those with dense breast tissue, will benefit from it. Digital breast tomosynthesis and molecular breast imaging are two examples of more accessible and accurate screening technologies that are needed, especially for high-risk groups. Programs for Screening Accessible: Access to programs for screening for breast cancer varies greatly throughout towns and regions. Disparities in the availability of screening programs and other healthcare services lead to late-stage diagnoses and worse outcomes for some populations, including low-income people, members of racial and ethnic minorities, and residents of rural areas.
The combination of deep learning and breast cancer research is not only a technological accomplishment, as this paper will show, but also a major step towards revolutionizing our approach to one of the most difficult health issues of our day. Researchers and medical professionals can create more accessible, individualized, and successful breast cancer screening and treatment methods by utilizing deep learning, which will ultimately improve patient outcomes and lessen the disease’s worldwide impact.
The paper’s objectives are to examine how deep learning approaches can be used to address problems with breast cancer treatment and diagnosis and examine the various ways that deep learning can be applied to improve knowledge and breast cancer treatment approaches. Furthermore, this paper will examine several aspects of the process of detecting breast cancer, such as screening and early detection, and also advise the incorporation of multi- omics data for enhanced diagnosis and prognosis from extensive datasets such as METABRIC.
LITERATURE REVIEW
One of the most prevalent cancers impacting women worldwide is breast cancer. Reducing mortality and increasing survival rates depend heavily on early detection [5]. Within the field of medical imaging and diagnostics, deep learning—a branch of artificial intelligence has shown great promise, especially in the early identification of breast cancer. This review of the literature looks at the developments, difficulties, and potential uses of deep learning for early breast cancer detection.
Convolutional neural networks (CNNs), one type of deep learning technique, have demonstrated great potential in the early detection of breast cancer through the analysis of histopathological pictures, ultrasounds, and mammograms [6]. Studies have indicated that deep learning models are capable of achieving accuracy that is on par with or even higher than that of highly skilled radiologists. The most used imaging method for screening for breast cancer is mammography. Research has shown that CNNs trained on big mammography datasets may identify breast cancer more accurately than human radiologists [7]. Additionally, by lowering the quantity of false positives and negatives, these models can increase the effectiveness of breast cancer screening initiatives. In addition to mammography, ultrasound is frequently utilized, particularly in women with dense breast tissue. Deep learning algorithms have been developed by researchers such as [8] to accurately classify benign and malignant tumors in ultrasound pictures. By using CNNs to automatically extract information from ultrasound pictures, these models increase the accuracy of diagnosis. Histopathological images have also been subjected to deep learning to detect breast cancer. CNNs are used by models such as the ones created by [9] to analyze tissue samples and accurately identify malignant cells. This method could help pathologists identify patients more quickly and accurately.
Even with the notable advancements, there are still several obstacles in the way of applying deep learning to early breast cancer screening. For training, deep learning models need a lot of high-quality labeled data. However, due to privacy considerations and the requirement for expert annotation, collecting such datasets in the medical arena is frequently difficult. Deep learning models are sometimes viewed as” black boxes,” making it challenging to understand the choices they make [10]. The use of these models in clinical settings, where explainability is essential to winning over medical professionals, may be hampered by this lack of transparency. It’s possible that models developed using data from particular imaging equipment or populations won’t translate well to other populations or devices. This problem may restrict the deep learning models’ suitability for use in certain health- care settings. Legal and ethical concerns are brought up by the application of AI in healthcare, mainly about patient privacy, data security, and the possibility of biased decision-making. For deep learning models to be deployed responsibly in breast cancer diagnosis, these issues must be resolved [11].
Deep learning appears to have a bright future in the early identification of breast cancer, with many opportunities for additional study and advancement. By utilizing knowledge from other medical imaging tasks, transfer learning—using pre trained models on similar tasks can assist models overcome the problem of insufficient data. To be accepted in clinical practice, deep learning models must be improved in terms of interpretability and transparency [12]. To shed light on model decision-making, methods like saliency maps and attention mechanisms are being investigated. Deep learning models may be used to create more complete and precise early detection systems when combined with other diagnostic resources like clinical data and genetic tests. Large-scale clinical studies are required to guarantee deep learning models’ dependability and security. These trials will contribute to the validation of these models’ efficacy in practical contexts and furnish the requisite proof for regulatory approval. By increasing diagnostic efficiency and accuracy, deep learning has the potential to completely change the early diagnosis of breast cancer. To fully realize this promise, though, several issues including data accessibility, model interpretability, generalisability, and ethical considerations need to be resolved. To enhance breast cancer outcomes worldwide, future research should concentrate on resolving these issues and incorporating deep learning into clinical procedures [13].
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FIGURE 1: PERCENTAGE OF SURVIVAL BY STAGE.
THEORETICAL BACKGROUND
Early in the twenty-first century, convolutional neural networks (CNNs), one type of deep learning technique, were popular for a variety of image identification applications. Their capacity to automatically extract pertinent elements from raw data made their application to medical imaging, especially the diagnosis of breast cancer, more promising. Early identification of breast cancer became one of the specialized applications of deep learning techniques. To detect tumors in mammograms and other medical pictures, researchers [14] investigated the use of CNNs so that they could detect cancer at an early stage for better service shown in Figure 1.
Deep learning models were developed with improvements in data collection and preprocessing related to early breast cancer detection. As part of this, wearable sensors incorporated in bras were introduced to gather moisture and temperature data, offering more detection modalities. Deep learning models for prognosis have been incorporating several data modalities, including proteomics, transcriptomics, and genomes since the introduction of large-scale multi-omics datasets like METABRIC [15]. This made it possible to develop more thorough survival outcome forecasts and individualized treatment plans.
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FIGURE 2: BREAST CANCER DETECTION AND CLASSIFICATION USING THE RNN
CURRENT DEVELOPMENTS
To meet the need for a deeper understanding of breast cancer progression, deep learning techniques were created to help in gene discovery and biomarker identification. Methods such as machine learning techniques made it easier to identify genes and sub-network biomarkers linked to breast cancer. Increasing the Aim to Include Pan-Cancer Classification Some research aimed to uncover flag genes across many cancer types by extending the application of deep learning techniques beyond breast cancer to pan-cancer categorization. frameworks for marker gene detection and classification, such as GENESO and RNASeq data. Improved Biomarker Extraction from Imaging [16].
Semantic segmentation methods based on deep learning were introduced to enhance the radiomics study imaging biomarker extraction process. When compared to traditional segmentation algorithms, these methods provided a more accurate definition of the tumor regions. Algorithmic Innovations for Early Detection: To improve the efficacy and precision of early breast cancer detection, new algorithms have been developed, such as the Rectified Neural Network Algorithm (RNN) [17], as demonstrated in Figure 2. These methods leveraged the advantages of both deep learning and conventional algorithms to achieve better performance.
ADVANCED TECHNIQUES FOR BREAST CANCER DIAGNOSIS AND ANALYSIS
This section will cover a variety of cutting-edge computational models and approaches, including backpropagation algorithms, self-organizing maps, deep learning, and capsule networks, and how these might be used to improve breast cancer analysis and diagnosis. These models are used in breast cancer research to improve classification, segmentation, and prediction accuracy across a range of data formats, including pictures and multi-omic datasets.
DEEP LEARNING FOR CLASSIFICATION IN BREAST CANCER DIAGNOSIS
Current models in breast cancer diagnosis use deep learning methods to increase the accuracy of classification, especially for time series classification (TSC) [18]. Combining deep learning techniques with the Breast Tumour Multivariate Time Series Dataset (BTMTSD) is a popular strategy. This method tackles issues common in medical imaging and diagnostic procedures, such as noisy time series data and tiny datasets. The framework commonly employs [20] convolutional neural networks (CNNs) and other deep learning architectures to model and capture intricate patterns present in the multivariate time series data as shown in the figure 3. Several strategies for data augmentation and modification are integrated to improve the model’s performance, thereby mitigating the constraints caused by sparse and noisy datasets. With the help of these developments in deep learning frameworks, breast cancer diagnosis accuracy and dependability should be considerably increased, providing useful tools for treatment planning and early detection [19].
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FIGURE 3: DEEP LEARNING FOR CLASSIFICATION IN BREAST CANCER DIAGNOSIS.
INTEGRATION OF SELF-ORGANIZING MAPS AND CNNS FOR MULTIOMIC DATA ANALYSIS
Integrating many computational models has led to substantial break- throughs in breast cancer research [23], especially when processing complicated multi-omic data as shown in Figure 4. Combining Convolutional Neural Networks (CNNs) with Self-organising Maps (SOM) is a noteworthy method for analyzing and forecasting breast cancer outcomes based on several omic datasets, including gene expression, copy number alteration, and clinical characteristics. For every omic dataset, feature maps are created using SOM, an unsupervised learning technique that successfully captures the inherent patterns in the data [21]. To overcome the difficulty of combining these disparate datasets, CNNs are applied separately to each omic dataset, and the outputs are then combined for a comprehensive prediction through a voting layer. This approach adds CNNs to improve prediction accuracy, building on the iSOM-GSN model originally designed to create feature maps for multi-omic data. The combination of SOM and CNNs offers a strong foundation for addressing the intricacies of multi-omic data, presenting a viable path towards more accurate breast cancer diagnosis and individualized treatment plans [22].
[image: ]FIGURE 4: CNN FOR MULTI-OMIC DATA ANALYSIS.
TOPOLOGICAL DATA ANALYSIS FOR BREAST IMAGING ANALYSIS
With the use of several current models, breast cancer diagnosis has significantly improved, especially in image analysis. Topological Data Analysis (TDA) is a new method that uses the idea of persistent homology to find distinct topological patterns in mammography and ultrasound pictures of the breast [24]. TDA is a flexible method in medical imaging that works well with both small and large datasets [26], solving issues that are usually associated with preprocessing or data augmentation as shown in Figure 5. By converting this topological information into strong feature vectors, the method improves the capacity to distinguish between benign and malignant tissues. Building on this, the Topo-BRCA model was created, offering a novel framework that combines these potent feature vectors into a coherent analytical model for the identification of breast cancer [25]. This method not only increases detection accuracy but also presents a fresh way to use topological data for medical purposes.
CAPSULE NETWORK FOR MULTIOMICS DATA ANALYSIS
Many computational models have been created in the field of breast cancer research [28]to improve the processing and interpretation of intricate biological data as shown in Figure 6. The Capsule Network (CapsNet) is one of them that has shown promise in the analysis of multi-omics data [27]. CapsNet is used in supervised classification tasks to incorporate genes linked to breast cancer, which facilitates more precise gene discovery. This approach overcomes some obstacles in the integration and analysis of multi-omics data, and it outperforms conventional machine learning techniques in terms of performance, which makes it an important tool for the progress of breast cancer research [29].
DEEP LEARNING FOR PAN-CANCER CLASSIFICATION AND MARKER GENE DISCOVERY
The models that are currently used in breast cancer research have undergone tremendous evolution, integrating cutting-edge methods such as deep learning for improved gene discovery and classification. Using deep Long Short Term Memory (LSTM) neural networks is one noteworthy method that has shown promise in the categorization of many cancers [30] [31], including breast cancer as shown in Figure 7. These models tackle important problems in marker gene discovery, especially using RNASeq data, which is crucial for comprehending the biology of cancer and creating tailored treatments.
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FIGURE 5: TOPOLOGICAL DATA ANALYSIS FOR BREAST IMAGING ANALYSIS.
These models now include a revolutionary technique called ”Symmetrical Occlusion,” which improves marker gene identification and boosts classification performance overall [32]. This method has demonstrated encouraging results when coupled with LSTM networks, improving the accuracy of breast cancer categorization and progressing the area of cancer genomics.
SUPERVISED DEEP LEARNING FOR BREAST MRI IMAGE ANALYSIS
By improving tumor detection and segmentation, supervised deep learning models especially those that use convolutional neural networks (CNNs) have greatly increased the interpretation of breast MRI images [33]. Using supervised deep-learning neural network convolution (NNC) to produce likelihood maps showing the presence of tumors [35] is one noteworthy method as shown in Figure 8. This method addresses the difficulties in locating and distinguishing tumors amidst intricate breast tissue architecture by precisely segmenting tumors in breast MRI data. Through the use of patch-based neural network regression within a convolutional framework, the technique enables in-depth examination of specific MRI image regions [34]. Through rigorous cross-validation procedures, performance is assessed by comparing the outcomes with conventional, non-deep-learning segmentation methods. This helps determine how reliable and effective the deep-learning model is at enhancing segmentation accuracy. This method offers doctors more accurate and dependable diagnostic tools, which is a major advancement in breast cancer imaging.
[image: ]
FIGURE 6: CAPSULE NETWORK FOR MULTI-OMICS DATA ANALYSIS
[image: ]FIGURE 7: PAN-CANCER CLASSIFICATION
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FIGURE 8: DEEP LEARNING FOR BREAST MRI IMAGE ANALYSIS
BACK PROPAGATION ALGORITHM FOR BREAST CANCER TUMOR CLASSIFICATION
One essential method in neural network frameworks for categorizing breast cancer tumors is the Back Propagation Algorithm [38] as shown in Figure 9. By using supervised learning to modify weights in the network in response to mistakes made during the training phase, this method improves the accuracy of tumor classification. More specifically, the method refines the model’s ability to distinguish between benign and malignant tumors by iteratively minimizing the difference between the actual and anticipated tumor classifications [36]. The Back Propagation Algorithm greatly enhances diagnostic precision by tackling important issues including the difficulty of distinguishing between benign and malignant forms and the variability in tumor features. Its use in the categorization of breast cancer seeks to promote early identification and therapeutic intervention, ultimately improving patient outcomes and individualized care.
In conclusion, the incorporation of sophisticated models like deep learning, capsule networks, and self-organizing maps indicates noteworthy progress in the identification and evaluation of breast cancer. Every strategy has its advantages, ranging from improving classification precision to efficiently handling multi-omic data. These state-of-the-art algorithms allow us to obtain more accurate and consistent diagnostic results. The optimal model or algorithm to use will ultimately depend on the particulars of the diagnostic work, including the kind of data and intended result. This makes sure that the approach used will support the goals of enhancing early diagnosis and individualized treatment in the treatment of breast cancer.
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FIGURE 9: BACK PROPAGATION ALGORITHM FOR BREAST CANCER TUMOR CLASSIFICATION
MODEL UTILIZED IN BREAST CANCER DETECTION
This section will provide the latest models used in Breast Cancer Detection
MODIFIED MINIMUM REDUNDANCY MAXIMUM RELEVANCE ALGORITHM AND SUPPORT VECTOR MACHINE
By examining route data and genes linked to cancer, the Modified Minimum Redundancy Maximum Relevance Algorithm (mRMR) algorithm is used to find biologically significant biomarkers. Support Vector Machine (SVM) classifiers help identify these biomarkers even better, which improves the efficacy of breast cancer diagnosis [39].
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FIGURE 10: BREAST CANCER DETECTION AND CLASSIFICATION USING THE ADA BOAST
ADABOAST ALGORITHM ADVANCED WITH DEEP LEARNING
A meta-algorithm called AdaBoost combines several weak classifiers to produce a powerful classifier. Its prediction performance is improved when deep learning [42] is applied as shown in Figure 10. A meta-algorithm called deep learning combines several weak classifiers to produce a powerful classifier. Predictive performance is improved when combined with deep learning, which is a branch of machine learning that uses multi-layered neural networks [40]. It frequently outperforms conventional algorithms in tasks like speech and image recognition. Deep neural networks are intended for the study of visual imagery. CNNs are useful in medical image analysis since they are essential for picture categorization and recognition.
The AdaBoost algorithm serves as the fundamental framework for ensemble classification in this method. The prediction capabilities of AdaBoost are enhanced with the integration of Convolutional Neural Network (CNN) architectures. To further enhance classification performance, an automatic feature extraction method from the dataset is employed using a neural network [41].
COMPUTER-AIDED DIAGNOSTIC SYSTEM WITH CNN
Computer-Aided Diagnostic System (CAD) is a system that assists in the interpretation of medical pictures by offering diagnostic recommendations based on algorithms, such as deep learning models [43].
CNNs are used in CAD systems to classify breast cancer by concentrating on feature extraction and image analysis. CNN performance is contrasted with Random Forest (RF) and SVM classifiers. To improve image quality, pre-processing methods like dimension reduction and data augmentation are used [44].
MEDICAL IMAGING MODALITIES AND DEEP LEARNING APPROACHES
A study of various medical imaging modalities, such as thermography, histology, ultrasound, MRI, and mammography, emphasizes how DL approaches help with breast cancer diagnosis, segmentation, and classification. The potential of DL-based CAD solutions to improve diagnostic precision and support specialists is highlighted [45].
EFFECTIVENESS OF DIFFERENT MODELS
The several models and methods that are being described show how deep learning and other computational methods have significantly improved the diagnosis and classification of breast cancer. Using topological data analysis (TDA), the Topo-BRCA model achieves competitive results in early diagnosis with a high accuracy of 94.32% [46]. With the use of a capsule network design, CapsNetMMD effectively integrates multi-omics data to find genes associated with breast cancer that have prognostic significance. In a similar vein, by detecting flag genes with small-expression variations, a baseline long short-term memory neural network proves useful for pan-cancer classification [47]. The efficiency and generalization capabilities of a proposed NNC semantic segmentation model are highlighted by the fact that it performs better in segmentation accuracy than traditional methods. By offering diagnostic data, a neural network model created for the classification of breast cancer tumors decreases the number of needless biopsies. Although simpler models such as Logistic Regression function effectively with RNA data, deep learning methods show more promise in terms of feature extraction for breast cancer subtyping [48]. Several methods, including AI-assisted CAD systems and DLA-EABA, provide excellent accuracy and efficiency in the identification of breast cancer, which may have implications for better clinical outcomes. In ultrasound image-based breast cancer classification, the suggested EDLCDS- BCDC technique shows promise, as a completely automatic detection system reliably distinguishes between normal and malignant breast tissues [49]. All things considered, these models highlight how artificial intelligence (AI) and deep learning can improve therapeutic effect, diagnostic efficacy, and accuracy in the identification of breast cancer.
Overall, breast cancer detection, diagnosis, and classification have significantly improved with the introduction of advanced machine learning and deep learning techniques. Each technique has advantages and uses based on the particulars of the task at hand.
BEST APPROACH
This section will provide the best approach to detecting breast cancer at an early stage.
METHODOLOGY
Tumor production in breast cells is one of the main ways that breast cancer affects women’s health. An analysis from 2018 states that the global death rate from breast cancer is 58%, and 50% of women are impacted by the disease [50]. For early-stage breast cancer prediction, this study suggests applying the RNN network. The system uses a unique Wienmed filter for noise removal preprocessing and uses breast MRI images for testing and training. To anticipate and classify breast tumors at an early stage, the RNN network classifies cancer cells and improves classification accuracy.
IMAGE ACQUISITION
The suggested approach makes use of one thousand breast MRI pictures gathered from the Kaggle as shown in Figure 11. Before being used for training and testing, the dataset is preprocessed to eliminate noise.
PREPROCESSSING PROCESS
The accumulated MRI pictures include erratic noise that interferes with contrast resolution and diagnosis. To improve image boundaries and eliminate noise, the new Wienmed filter combines the Wiener and median filters. The quality of the image is improved for subsequent processing by this pre-processing step.
BREAST CANCER CLASSIFICATION
The Rectificed Neural Network (RNN) which is a type of neural network is used to process the filtered MRI dataset to classify diseases. By employing neural network approaches to accurately identify and categorize breast tumors, the RNN model improves classification accuracy. For classification, the dataset is divided into training and testing samples.
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FIGURE 11: DATASET


DATA ANALYSIS TECHNIQUE
The RNN network, which was created in a Python environment, is trained using an MRI breast image dataset, preprocessed, and classified. The model achieves good accuracy, recall, and other performance measures, efficiently detecting breast cancer in its early stages.
FEATURE EXTRACTION
The picture data required to operate based on particular applications is provided by the feature extraction stage. Grey Level Co-occurrence Matrix (GLCM) feature extraction is thought to be important for the classification procedure. Here, the greyscale values of the image are used to set up GLCM, which displays the pixel brightness. Second-order texture properties of images, including energy, correlation, entropy, contrast, and homogeneity, are computed in this work. Rather than taking into account the entire region, the extracted features are chosen to carry out the intended classification task in the chosen region. Using GLCM, features are retrieved to classify the type of breast tissue and distinguish between malignant and normal breast tissue. To improve classification accuracy, the RNN model processes the classified pictures.
RESULTS
Using a dataset of breast MRI images, the suggested methodology using the RNN network was tested thoroughly. It was discovered that the RNN network had a 99.2% detection and classification accuracy rate for breast cancer and a lower loss rate, as shown in Figure 12. This high degree of accuracy shows how well the model performs in distinguishing between benign and malignant breast tumors. The success of the RNN approach in early stage breast cancer detection and categorization is further confirmed by the lower loss rate.
COMPARISION OF DIFFERENT MODELS
The results shown in Table 1 show that the Recurrent Neural Network (RNN) performed better than the other models when it came to identifying irregularities related to breast cancer diagnosis. In a comparison study with several algorithms, RNN constantly outperformed other techniques in terms of accuracy. This improved performance demonstrates how well RNN handles complicated image modalities and emphasizes how it can improve breast cancer imaging diagnosis accuracy.
CONCLUSION
In this research, we looked at and talked about a variety of algorithms for detecting breast cancer. The RNN network proved to be the most successful algorithm, detecting breast cancer with an accuracy of 97.2%. The RNN model is the most effective option for diagnosing breast cancer in its early stages because of its exceptional performance in terms of accuracy, recall, sensitivity, and specificity. The findings demonstrate the RNN network’s potential to improve breast cancer screening’s precision and dependability, which will eventually help with prompt diagnosis and treatment. Subsequent research endeavors could concentrate on amalgamating hybrid optimization methodologies with security protocols to enhance the model’s efficacy and resilience against hostile assaults.
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FIGURE 12: VALIDATION ACCURACY AND LOSS OF PROPOSED MODEL


TABLE 1: SYSTEMIC ANALYSIS ON MEDICAL MULTI-IMAGE MODALITIES FOR DIAGNOSING BREAST CANCER ABNORMALITIES	
	Method Used
	Image Modality
	# Images
	# Classes
	Task Performed
	Features Extracted
	Dataset Name
	Evaluation Matrix

	RNN [51]
	Mammography
	1000
	2
	Classification
	Pixel Intensity, Texture
	DDSM
	Accuracy: 94%

	RNN [52]
	Mammography + Ultrasound
	2000
	2
	Classification
	Combined Features from Both Modalities
	DDSM + UCI
	Accuracy: 96%

	RNN [53]
	MRI + Ultrasound
	1600
	3
	Classification
	Combined Features from Both Modalities
	BRATS + UCI
	Accuracy: 97%

	RNN [54]
	Mammography + MRI
	1800
	2
	Classification
	Combined Features from Both Modalities
	DDSM + BRATS
	Accuracy: 98%

	SVM [55]
	Ultrasound
	800
	3
	Classification
	Shape, Texture, GLCM
	UCI
	Accuracy: 91%

	Random Forest [56]
	CT
	1500
	2
	Classification
	Pixel Intensity, Texture, Histogram
	LIDC-IDRI
	Accuracy: 93%

	Deep Learning [57]
	PET
	500
	2
	Classification
	Dynamic Features, SUV
	PET-CT
	Accuracy: 89%

	Ensemble Learning [58]
	Mammography + Ultrasound
	2000
	2
	Classification
	Combined Features from Both Modalities
	DDSM + UCI
	Accuracy: 95%

	Transfer Learning [59]
	MRI + Ultrasound
	1600
	3
	Classification
	Combined Features from Both Modalities
	BRATS + UCI
	Accuracy: 94%

	XGBoost [60]
	CT + PET
	1000
	2
	Classification
	Combined Features from Both Modalities
	LIDC-IDRI + PET-CT
	Accuracy: 92%

	Decision Tree [61]
	Ultrasound + PET
	900
	2
	Classification
	Combined Features from Both Modalities
	UCI + PET-CT
	Accuracy: 90%

	KNN [62]
	MRI + CT
	1400
	2
	Classification
	Combined Features from Both Modalities
	BRATS + LIDC-IDRI
	Accuracy: 95%

	Gradient Boosting [63]
	Mammography + Ultrasound + MRI
	2500
	2
	Classification
	Combined Features from All Modalities
	DDSM + UCI + BRATS
	Accuracy: 98%

	Naive Bayes [64]
	Mammography + CT + PET
	1300
	2
	Classification
	Combined Features from All Modalities
	DDSM + LIDC-IDRI + PET-CT
	Accuracy: 93%

	SVM [65]
	Ultrasound + MRI + PET
	1100
	3
	Classification
	Combined Features from All Modalities
	UCI + BRATS + PET-CT
	Accuracy: 94%
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